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Federated Learning Synthetic Data Generation
Data protection is
nowadays a fundamental
part of any IT system. It is
even more important in
hospitals. A Federated
Learning architecture help
improve Machine Learning
algorithms used in the
prediction of brain and
cardiovascular diseases.
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The lack of data to use in Machine Learning and Artificial
Intelligence is one of the main problems. Generating
Synthetic Data from real data is becoming an increasingly
important challenge nowadays.

Synthetic Data Generation is one of the main techniques for creating fictitious data from real data. Currently there are several
approximation methods whose common goal is to create these data efficiently and quickly, while being highly similar compared to the
real ones. This review is divided in 4 different stages:

Important Aspects in 
Synthetic Data Generation

Problems in mixing real 
and Synthetic Data

Medical Imaging 
Examples

Platforms, Applications 
and Libraries

Generation According to Distribution Fitting real data to a known 
distribution: Monte Carlo

Deep Learning: Variational Autoencoder (VAE) and Generative 
Adversarial Network (GAN)

The number of studies applying Generative Adversarial Network (GAN) in medical imaging has increased significantly. The most
popular imaging modality is Magnetic Resonance (MR) followed by Ultrasound (US). With brain and heart imaging being the main
scope of this project, more efficient algorithms are needed to reduce imaging time, thus enabling the augmentation of current open
databases. The main objective of this review is to learn about these techniques and improvements in order to start creating numerous
images of both the brain and the heart.
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