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Introduction

What is the latent space? Latent space refers to an 

abstract multi-dimensional space that encodes a 

meaningful internal representation of externally observed 

events.

Why it is used? Latent space is used in all the domains 

and for different purposes, the most success is noticed in 

images, text, voice and videos. To generate new data, 

extract important features, visualization, anomaly 

detection and others.

How can it be used? Latent space needs to be build 

first based on the targeted data, then it will be explored in 

a way that serves the final purpose.

Objectives

                           My Research Paths:

1. Theory: The building of latent spaces as estimation of 

the real world data to study an estimation of any 

complex domain, and how much accurate this 

estimation, what is the limitations of finding an 

acceptable representation

2. Methodology: Exploring the latent spaces properties 

which will concern the methods and techniques used 

in projection, exploration, unfolding, visualization and 

other processing of data in the original and the latent 

spaces

3. Application: Generalizing the results in the previous 

paths to use different datasets from different fields of 

study
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Method

Build a toy example with a simple model and a controlled 

environment by using well defined input and output to

study the latent space of this model using the existing

techniques and to generalize the findings into real world

existing and more complex models.

Results

Studying the latent space of an existing model can give

some hints about the entanglement of features and latent

representation (e.g. DaVinci Face Project developed by 

Mathema srl with the aim of creating a portrait in a DaVinci 

style starting from a photo. www.davinciface.com)

Using a mathematically controlled environment, the 

Neural Network based model behaviours can be explained 

and predicted.

Conclusions

Studying the latent spaces of neural network models can

provide information about how these models achieve their

impressive results. Generalizing this work to more complex

models is challenging, but it is a promising starting point.
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