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Approximate Computing (AxC) techniques have
become Increasingly popular In trading off
accuracy for gains in power, area, execution time,
etc. Finding the most suitable AxC techniques to
reach the best trade-off between accuracy
degradation and power consumption/computation
time is challenging.

A Design Space Exploration (DSE) approach can
help systematically evaluate all approximate
versions of an application. Performing the DSE In a
reasonable time can become Infeasible. This
research Is focused on making this DSE automatic
and fast.
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Exploration outcomes for Matrix Multiplication (10x10)
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Exploration outcomes for FIR (100 samples)
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5. Conclusions

« Two approaches were proposed to reduce the
time of a DSE to find the most suitable AxC
technigues for an application.

 Both approaches were proven effective by
experimental results in most cases.

 Future Works:

* Using the IA-based approach to compare other
parameters in addition to accuracy.

 Modifying the learning algorithm of the RL-
based approach for each application.
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