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1.Introduction and Goals
• Deep Neural Network Inference is moving from
cloud to edge.

• Given a set {Task, Hardware Platform} can we
automate the design of DNNs to satisfy
requirements?

2. Method

• PLiNIO [3] is a Python package based on
PyTorch that provides a Plug-and-play
Lightweight tool for Deep Neural networks
(DNNs) Inference Optimization.

• It supports the following gradient-based
methods: Path-based Differentiable NAS 
(DNAS), Mask-based DNAS [1], Differentiable 
Mixed-Precision Search [2].

Automatic hardware-aware design and 
optimization of deep learning models

• In general, the the considered optimization 
problem is:

• E.g., in DUCCIO [4] we considered the case of 
multiple constraints (e.g., latency, size, etc.): 

3. Results

• Rich collection of Pareto optimal architectures
using PIT (mask-based DNAS) [1].

• Rich collection of Pareto optimal architectures
with up-to 94% smaller memory footprint @
<1% accuracy drop with respect to baseline
using all PLiNIO optimizations in cascade.
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