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« Cloud-native applications: thousands of single-concern, loosely-coupled microservices distributed across the data { Two continuous-time sketches for count unique problem: ST-HyperLogLog and TS-PCSA
center and communicating via RPCs.
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pervasive network activity for program execution failures and hotspots propagate across microservices
need real-time detailed per-flow statistics and events need tools to identify root-cause of performance bottleneck ST-HyperLogLog: different counters measure TS-PCSA: 5-bit timestamp is enough! Add a temporal bias

on different windows to each counter that compensates rounding error

< Observability: getting visibility about the internal state of a distributed system ; Theoretical finding: the
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% Computing flow cardinality over sliding windows in a packet stream }
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« tofit the constraints of programmable switches, algorithms must have low memory Formulation of analytical models: Evaluation over real-world benchmarks
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«  Simulation library for continuous-time
cardinality estimation skethes
*» Ad-hoc generation of synthetic traffic patterns

Ambition: observability has to provide metrics and traces exactly when a (gray)
no data available to failure occures, and for every realization of these failures.

b4 debug rare and oulier
system behaviors,
such as tail latency. « how to avoid CPU overhead due to data copies and network stack processing

< how to limit interference with running applications

Platform integration Prototyping of individual components
« cost assessment via micro- « preliminary (offline) feasibility and
benchmarks on production system performance analysis
« Barefoot Tofino, NVIDIA BlueField3

Challenges:

[1] https://github.com/GoogleCloudPlatform/microservices-demo

Publications

Published works: 1 journal, 3 conferences

Short term: next steps for MicroView: Long term: virtual networks within the hosts largely
implement  host-SmartNIC  data-path remain black-boxes. Pushing telemetry to break this | | Submitted works: 1 conference

and profile its overhead on running boundary is a crucial step we want to explore towards ¢ Cornacchia A., Canini M, Benson T., Bilal M., “MicroView: observability with time granularity’, CONeXT SW 2023,
under review

MICroservices. achieving end-to-end visibility of cloud-native application. ¢ Cornacchia A., Bianchi G., Bianco A., and Giaccone P., “Staggered HLL: near-continuous-time cardinality estimation
with no overhead’, Computer Communications, vol. 193, 2022, pp. 168-175.

PhD program in
Electrical, Electronics and

Communications Engineering




