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The Polizsum approach
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Conclusions and future works

The performance of the Poli2Sum approach was

The results achieved separately per task are a _ _
promising on Task 2, especially against the

reported below.

community summary, which is the target of the
ECEECTTIGE T | | cicron proces

Sentence overlap 0.092 36 out of 98 runs :
As future work, we plan to integrate deep
|.b Classification 0.229 57% over 98 runs : .
learning architectures (e.g., BERT) to detect
2 Rouge-2 (community) 0.209 Ist out of 104 runs : : :
sentence-based causality relationships between
2 Rouge-2 (abstract) 0.364 3Istout of 104 runs

citing and cited contexts.
2 Rouge-2 (human) 0.218 72" out of 104 runs




